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ABSTRACT
Advances in interconnect technologies for system-in-package
manufacturing have re-introduced multi-chip module (MCM)
architectures as an alternative to the current monolithic ap-
proach. MCMs or multi-die systems implement multiple
smaller chiplets in a single package. �ese MCMs are con-
nected through various package interconnect technologies,
such as current industry solutions in AMD’s In�nity Fabric,
Intel’s Foveros active interposer, and Marvell’s Mochi Inter-
connect. Although MCMs improve manufacturing yields and
are cost-e�ective, additional challenges on the Network-on-
Chip (NoC) within a single chiplet and across multiple chi-
plets need to be addressed. �ese challenges include routing,
scalability performance, and resource allocation. �is work
introduces a scalable MCM 3D interconnect infrastructure
called ‘‘MCM-3D-NoC’’ with multiple 3D chiplets connected
through an active interposer. System-level simulations of
MCM-3D-NoC are performed to validate the proposed architec-
ture and provide performance evaluation of network latency,
throughput, and EDP.
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Figure 1: MCMwith active interposer and 3D chiplets.

1 INTRODUCTION
Monolithic fabrication is the predominantly preferred met-
hod for the manufacturing of contemporary computing sy-
stems. All major components of the system, including I/O,
memory, CPU cores, and GPU cores, are all integrated within
a single die on a single silicon technology. �e major detri-
ments of these monolithic designs include increased costs,
reduced fabrication yields, and limited scalability [1]. �ere-
fore, multi-chip modules (MCMs), which break the monoli-
thic structure into multiple smaller, higher yielding die, are
actively researched in industry and academia [2–5].

Although multi-chip modules have been explored in the
past, they did not gain traction in industry due to the limited
package interconnect technology for inter-die communica-
tion. Current MCMs implement di�erent package intercon-
nect approaches which include AMD’s server-grade EPYC
and �readripper processors [3], Intel’s Foveros and Embed-
ded Multi-die Interconnect Bridge (EMIB) [4], active inter-
poser research [5], and NVIDIA’s research in multi-chiplet
with MCM-GPU [2].

Although higher yield is achieved with the introduction
of multi-die systems, some performance degradation is ex-
pected due to the decrease in connectivity of the processing
elements (PEs) across multiple die. �e decrease in con-
nectivity of distant PEs especially evident in the case of PEs
distributed over multiple 3D die (i.e 3D chiplets with a 3D
NoC). �is exemplary topology is depicted in Figure 1, with
six 3D chiplets connected through the active silicon inter-
poser over the package. �e 3D chiplet topology with a 3D

Special Session Paper



NoC is the topology of choice for the recently introduced
industrial solution for Intel’s Foveros [6].

In order for a packet to reach a destination in a di�erent
3D chiplet, it has to �rst traverse the layers in the local 3D
chiplet, traverse the active silicon interposer layer, and then
reach the PE at a layer of the destination 3D chiplet. Similar
performance degradation (although to a lesser extent) can
been seen in 2D ICs with 2D NoCs across multiple die [1, 5].

In this work, a MCM-3D-NoC is proposed to provide a sca-
lable solution for future generation processors. MCM-3D-NoC
connects multiple 3D chiplets on a single package through
an active interposer, which acts as an interconnect layer for
all the chiplets. An illustrative package with six 3D chiplets
connected with an active interposer is shown in Figure 1.
Each chiplet has three layer and the active silicon acts as
an interconnect layer with dedicated logic to connect the
chiplets in the package. Although the illustration shows
an homogeneous architecture, MCMs are capable of hete-
rogeneous designs at a lower cost and higher yield than
monolithic fabrication. �e bene�ts of MCMs vs. monoli-
thic, which include scalability, modular design, and higher
yield, are largely unquanti�able, although system-level eva-
luation provides useful insights on the performance of future
MCM-enabled systems. Proposed MCM-3D-NoC encapsulates
a custom inter-chiplet routing algorithm for improved la-
tency and throughput. Additionally, resource allocation and
scalability analysis are performed to evaluate the impact of
various chiplet con�gurations. MCM-3D-NoC system perfor-
mance is evaluated with a custom SystemC cycle-accurate
network simulator.

A background on current package interconnect techno-
logies and related works are presented in Section 2. �e
proposed MCM-3D-NoC is detailed in Section 3. �e custom
inter-chiplet routing algorithm is discussed in Section 4. Si-
mulation setup and performance evaluation of MCM-3D-NoC
are presented in Section 6. Finally, the conclusions of this
work are presented in Section 7.

2 BACKGROUND AND RELATEDWORKS
Multi-chip modules are implemented in consumer-level pro-
ducts [3] to tackle scalability challenges that arise from ma-
nufacturing a monolithic single-chip multi-IP package. �ese
multi-chiplet packages improve manufacturing yields con-
siderably [1] and improve processing scalability for future-
generation workloads targeting exascale computation [7].
Current die-to-die connectivity includes Intel’s Foveros and
EMIB [4], AMD’s In�nity Band [3], Marvell’s Mochi intercon-
nect [8], and passive/active silicon interposers [1, 5]. Each of
these interconnects has their respective detriments and be-
ne�ts, measured primarily in 1) bandwidth, 2) power/energy
pro�le, and, 3) ease of scalability.

Figure 2: MCM-3D-NoC architecture scaled down for cla-
rity. Each 3D chiplet can represent IP blocks, memory,
or compute units.

Jerger et al. [1, 5] and Vivet et al. [9] investigate the fea-
sibility of active silicon interposers for 3D ICs integration,
including heterogeneous systems. Stow et al. [10] and Cos-
kun et al. [11] perform a cost and performance comparison
between traditional monolithic 2D SoCs, 2.5D passive in-
terposers, and 2.5D/3D active interposers to demonstrate
the trade-o�s between the interposer types for current and
future high-performance systems. Yin et al. [12] introduce
a modular deadlock-free routing algorithm for 2D NoCs on
chiplet-based systems with active interposers. Ku�appa et
al. [13] propose a novel clock generation and distribution
network for multi-die architectures connected through an
active silicon interposer. �e proposed clock network ge-
nerates and distributes a resonant clock through the active
silicon interposer between dies, with each die served through
resonant local clock trees.

One major thrust in relevant research is towards, photo-
nic NoCs, which have gained interest to address bandwidth
challenges associated with many core systems [14, 15]. Abel-
lan et al. [14] study the bandwidth challenges associated
with silicon-photon links with di�erent NoC architectures
for 2D-mesh based designs. Narayan et al. [15] propose a
wavelength selection technique along with a framework to
model system performance and power for 2.5D systems.

Research on monolithic (as opposed to MCM) 3D NoCs,
include Pavlidis et al. [16] and Feero et al [17], which pro-
vide performance evaluation of NoCs implemented on 3D
ICs to demonstrate the superior functionality in terms of
throughput and latency compared to traditional 2D NoCs.
Vivet et al. [18] have fabricated a 4×4×2 3D NoC prototype
on an active interposer. �e versatility of the 3D NoC topo-
logies with arbitrary 2D topologies in each of the individual
layers and partially connected layers is shown in [19]. �e
elevator placement is optimized in [20] using a heuristic,
signi�cantly improving the 3D NoC performance. More et
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Figure 3: �e di�erent routing algorithms evaluated for MCM-3D-NoCs.

al. [21] investigate an arbitration-free design for the shared
vertical channels and compared with other 3-D NoC architec-
tures using traditional synthetic tra�c pa�erns and Rentian
tra�c emulating applications for CMPs.

To the best of the author’s knowledge, this work is the �rst
to introduce and evaluate a non-monolithic, multi-chiplet,
3D NoC.

3 MULTI-CHIP MODULE 3D NOC
A smaller representative model of the proposed MCM-3D-NoC
with active interposer is depicted in Figure 2. �e base layer
of the topology is located on the shared active silicon inter-
poser, which is capable of additional logic, as opposed to
a passive silicon interposer. �e active interposer does not
have any complex processing elements, memory, or additio-
nal IPs; the base layer acts only as a routing infrastructure for
the 3D chiplets. �e upper layers represent the 3D chiplets,
which are not connected to each-other except for the base
layer on the active interposer. �ese 3D chiplets are modular,
and additional chiplets of various dimensions and purposes
can be added to MCM-3D-NoC easily.

For the purpose of clarity, the evaluated MCM-3D-NoC to-
pology in this work is homogeneous and arbitrarily de�ned
as 9 chiplets, with 3 layers each, and 4×4 routers per layer.
�e 3D chiplets are positioned in a 3×3 grid. Although, scala-
bility analysis performed in Section 6.3, evaluates a separate
larger topology for thoroughness.

Concerted e�ort is made to keep the router architecture
relatively simplistic to avoid overly complicated logic on the
active silicon interposer. Nonetheless, resource allocation
analysis performed in Section 6.2 evaluates the impact of
additional bu�er con�gurations on the MCM-3D-NoC. �e rou-
ter is equipped with 4 bu�ers per input port and 2 virtual
channels to guarantee deadlock and livelock avoidance.

�ere are a maximum of 7 ports in the 3D chiplet routers, 4
for the cardinal directions, 2 for the up and down directions,
and an additional for local tra�c (i.e. PEs, IPs, memory). �e
routers on the base layer do not have additional ports for
local tra�c and for the down direction, therefore conserving
energy and decreasing area overhead. �e base layer has

a one-to-one router pairing with each of the 3D chiplets,
therefore the base layer has a total of 12×12 routers. Any
transaction between 3D chiplets needs to traverse the base
layer on the active silicon interposer.

4 ROUTING ALGORITHM
�e routing algorithm used for MCM-3D-NoC considers the
source chiplet, destination chiplet, and active interposer
layer. �e interposer layer does not generate or receive traf-
�c (as shown in Figure 2), therefore all the tra�c generated in
the network has a source and destination pair located in any
of the 3D chiplets present in system. If both the source and
destination chiplets are the same then the packet is routed
using deterministic XYZ routing algorithm.

If the destination chiplet is di�erent from the source then
the packet is �rst routed to the base layer for intra-die com-
munication. On the base layer, the packet is routed to the
destination XY coordinates and then to the Z layer of the
destination chiplet.

Further details regarding the di�erent routing algorithms
evaluated, including partially-adaptive West First and North
Last, are included in Sections 4.1–4.3.

4.1 Baseline Algorithm
In order to route a packet with a destination to a di�erent
3D chiplet and currently located on the base layer, the ba-
seline algorithm utilizes a deterministic dimension order
routing (DOR) XY algorithm to reach the XY destination
coordinates and then route to the destination Z layer.

Two partially-adaptive algorithms for the base layer, West
First and North Last, are implemented to quantify the per-
formance bene�t of the increase network utilization that
partially-adaptive algorithms provide. A fully-adaptive rou-
ting algorithm is not implemented due to the hardware con-
strain imposed by the fabrication of logic on silicon interpo-
ser. �e baseline routing algorithms are shown in Figure 3(a)–
3(b). Both partially-adaptive algorithms can pick between
di�erent shortest path routes based on the bu�er availability
at each intermediate node, as shown in Figure 3(b).
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4.2 Chiplet-First Algorithm
�e “Chiplet-First” routing algorithm is shown in Figure 3(c).
�e purpose of the “Chiplet-First” algorithm is to improve
network utilization on the 3D chiplet and decrease network
congestion on the base layer by bringing the packet closer to
the destination before entering the active silicon interposer.

If a packet destination is located on a di�erent 3D chiplet,
and the source node is located on the top-most layer of the 3D
chiplet then the packet is routed to the edge of the 3D chiplet
�rst then routed the base layer. �e packet is routed towards
a speci�c edge based on the XY distance of the destination
node. If the destination node is further in the X direction
then the packet is routed to the le� or right edge of the 3D
chiplet. If the destination is equidistant from the source node
then the edge is selected based on the bu�er availability at
the intermediate node.

4.3 Chiplet-First West First Algorithm
�e Chiplet-First West First algorithm combines both the
previously detailed Chiplet-First algorithm and the partially-
adaptive West First algorithm on the base layer. �e Chiplet-
First West First routing algorithm is shown in Figure 3(d).
�e deterministic XYZ routing algorithm used for source-
destination pairs within a 3D chiplet remains the same across
all di�erent routing algorithms. �is decision is made to
accurately quantify the performance improvement to the
base layer only, either directly by implementing partially-
adaptive routing algorithms, or indirectly by implementing
Chiplet-First routing algorithm which decreases network
congestion on the base layer.

5 DECONSTRUCTING 3D NOCS FOR
MULTI-DIE SYSTEMS

Monolithic 3D NoCs have the bene�t of added connectivity
between the layers as opposed to transferring packets to
the base layer for inter-die communication. �is addition in
connectivity and performance improvement in monolithic
3D NoCs are more evident with each added IC layer. �e pri-
mary challenge that next generation systems have to solve
is the communication bo�leneck between vertical and hori-
zontal transmissions. For each added layer in a 3D IC, the
base transmission layer between multiple die is one hop furt-
her. Bus-based communication techniques like the Elevator-
First [19] or arbitration-free vertical channels [21] have par-
tially solved long-distance vertical communication but no
studies have implemented these algorithms and architectures
for multi-die systems. In addition, the limited resources on
the base layer increase network congestion and delay across
the entire system as opposed to only a particular die with
heavy load.

In order to fully evaluate the impact of chiplet-based sy-
stems in 3D IC, performance comparison between a mono-
lithic 3D NoC and MCM 3D NoC is detailed in Figures 4-5.
A cycle-accurate SystemC network simulator is used to per-
form MCM-3D-NoC performance evaluation. �e base layer
mesh size arbitrarily chosen for this experimental evaluation
is 12×12 (total 144 routers). On the active interposer, are nine
3D chiplets on a 3×3 grid with dimensions of 4×4×3. �e
monolithic 3D NoC is in turn sized to a 12×12×4 to preserve
the same structure and number of routers in the network.
Additionally, networks with 2 and 3 number of layers are
evaluated to quantify the performance change. �e non-
adaptive XYZ routing algorithm is used to route packets for
the monolithic 3D NoC and the baseline algorithm discussed
in Section 4.1 is used to route packets for MCM 3D NoC.
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Figure 4: Latency comparison of monolithic 3D NoC
with MCM-3D-NoC under uniform random tra�c.

Latency: Average network latency across multiple �it
injection rates is shown in Figure 4. With the increase of �it
injection rate, latency of MCM 3D NoC increases considera-
bly faster compared to monolithic 3D NoC. �ere is a clear
divide between latency in monolith 3D NoC and MCM-3D-
NoC, particularly with the increase of the number of layers
of IC. �is increase in latency is a�ributed to increase in
network tra�c to the base layer from the additional layers of
the 3D IC, essentially creating a bo�leneck in the inter-die
communication. When the 3D NoC is provisioned with 2
layers only, the di�erence in latency is negligible as seen also
in [12]. �e increase in latency is not seen at all with the
monolithic 3D NoC due to the highly connected structure
of the topology which doesn’t require traversal to the base
layer.
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Figure 5: �roughput comparison of monolithic
3D NoC with MCM-3D-NoC under uniform random traf-
�c.

�roughput: Network throughput across multiple �it
injection rates is shown in Figure 5. Similar behavior to
latency, network throughput saturates faster and lower when
separating the monolithic 3D NoC into smaller 3D chiplets
in the MCM-3D-NoC architecture. Even though the 2 layer
topology has particularly good throughput (as compared to
the monolithic 3D NoC), the increase in number of layers
quickly decreases throughput and saturates the network at
lower �it injection rates. �e monolithic 3D NoC is not
phased by the increase of layers as packet traversal does not
require sidetracking to the base layer, therefore increasing
overall throughput of the network.

Although the performance bene�ts of monolithic 3D NoC
cannot be ignored, successful fabrication of a large mono-
lithic 3D NoC would require drastic changes to the manu-
facturing process. Primarily to improve yield and decre-
ase fabrication costs, industry has moved to a chiplet-based
manufacturing process which would in turn permit robust
fabrication of large scale computing packages capable of
hundreds of PEs.

6 MCM-3D-NOC PERFORMANCE
EVALUATION

Power estimations are performed utilizing the latest version
of DSENT [22]. �e packet size is 8 �its and the �it size is
32 bits. Five tra�c pa�erns are used to analyze MCM-3D-NoC:
1) uniform random, 2) 25% localized (to 3D chiplet) tra�c,
3) 50% localized tra�c, 4) 75% localized tra�c, and 5) hots-
pot. �e performance metrics evaluated are: 1) throughput,
2) average latency, and 3) EDP per �it.
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Figure 6: MCM-3D-NoC average latency under uniform
random tra�c with various routing algorithms.

Initially, the average network latency is swept across mul-
tiple packet injection rates to evaluate both low-load latency
and saturation throughput. Later, performance is evaluated
at network saturation. �e average network latencies of
MCM-3D-NoC with various routing algorithms under uniform
random tra�c, are shown in Figure 6.

�e results indicate that for uniform random tra�c, the
non-adaptive XY routing algorithm outperforms all other
partially-adaptive algorithms at high tra�c load. �e XY rou-
ting algorithm has more global, long-term information about
the characteristics of uniform tra�c, which leads to even dis-
tribution of tra�c across the MCM-3D-NoC. �e Chiplet-First
routing algorithm performs poorly under uniform random
tra�c, due to also being partially-adaptive and routing to the
edges of the 3D chiplet may cause congestion at the top layer,
therefore increasing latency. �is latency evaluation has si-
milar results compared to the 2D NoC with active silicon
interposer latency evaluation performed in [12].

6.1 Simulation Results
Simulations results of MCM-3D-NoC with various routing al-
gorithms under di�erent tra�c are shown in Figure 7.

�roughput: �roughput results are shown in Figure 7(a).
�e maximum throughput achieved under uniform random
tra�c is with Chiplet-First routing algorithm, at 0.086 �its/cy-
cle/IP. Partially-adaptive algorithm, including Chiplet-First
West First, show a decrease in network throughput with
uniform random tra�c of ≈20% compared to XY routing.
Deterministic routing algorithms perform particularly well
under uniformly distributed tra�c. MCM-3D-NoC under loca-
lized tra�c pa�ern performs similarly to the uniform random
tra�c. In the hotspot tra�c pa�ern simulated, 4 close nodes
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Figure 7: Simulation results of MCM-3D-NoC for varying tra�c patterns and routing algorithms.

are designated as the hot spot nodes, which receive tra�c in
addition to the regular uniform tra�c. �e nodes are located
at the center 3D chiplet on the top-most layer. �e network
under hotspot tra�c pa�ern saturates sooner and throug-
hput is not as high as the rest of the tra�c pa�ern. It can
be seen that partially-adaptive routing algorithms perform
be�er than the XY algorithm, due to the non-uniformity of
the tra�c pa�ern.

Latency: Network latency evaluation is shown in Fi-
gure 7(b). As shown in Figure 6, XY routing algorithm is the
preferred choice for MCM-3D-NoC running uniform random
tra�c. Not only the network saturates sooner under partially-
adaptive algorithms but also the latency is higher when not
saturated. But when MCM-3D-NoC runs non-uniform tra�c
like the hotspot tra�c pa�ern, the partially-adaptive algo-
rithms perform signi�cantly be�er than XY routing, up to
≈12% with Chiplet-First West First routing algorithm.

Energy-delay product: Energy-delay product evalua-
tion is shown in Figure 7(c). Energy estimations are perfor-
med using the latest version of DSENT [22] using the 22nm
technology node. EDP is useful because network latency
and energy are both taken into account, therefore characteri-
zing the improvement in performance considering the added
energy consumption. MCM-3D-NoC running hotspot tra�c
pa�ern displays an improvement in EDP up to ≈12%. In the
rest of the tra�c pa�erns analyzed, EDP is within ≈5% of
the XY routing algorithm.

6.2 Resource Allocation Analysis
Simulations results of MCM-3D-NoC with additional resour-
ces under di�erent tra�c pa�erns are shown in Figure 8.
�e MCM-3D-NoC is evaluated with increased bu�er depth
across the entire system and only the routers on the base
layer (denoted by “Extra” ). �e standard deterministic XY
routing algorithm is used to route packets across the net-
work. �e �rst two test cases demonstrate the impact of

additional bu�er space on the base layer compared to the
previously evaluated MCM-3D-NoC.

�e second set of cases, demonstrate the impact of dis-
tributing resources equally across the 3D chiplets and the
base layer on the active silicon interposer, or dedicating the
extra resources only for the base layer. �e same number
of bu�ers are used on MCM-3D-NoC, only their distribution
di�ers (6 bu�ers across vs. 4 bu�ers across and 8 extra on
the routers of the base layer).

�roughput: �roughput results are shown in Figure 8(a).
With the addition of the 4 extra bu�ers on each router on the
base layer, throughput is improved up to ≈10% in uniform
random and localized tra�c pa�erns. MCM-3D-NoC under
hotspot tra�c pa�ern shows minimal change with the addi-
tion of bu�ers on the base layer.

Allocating the additional resources to the routers on the
base layer as opposed as throughout the 3D chiplets, im-
proves throughput up to ≈10%. �e base layer acts as an
interconnect for the many 3D chiplets and any additional
resource helps improve the performance of the network.
�erefore, at the same cost of area and bu�er energy con-
sumption, it is advised to dedicate additional resource to the
base layer as opposed to all system components.

Latency: Network latency evaluation is shown in Fi-
gure 8(b). �e addition of bu�er space has a minimal impact
on latency across all tra�c pa�erns and con�gurations. Alt-
hough, latency improves ≈8% on MCM-3D-NoC under hotspot
tra�c pa�ern if additional resources are dedicated on the
base layer.

Energy-delay product: Energy-delay product evalua-
tion is shown in Figure 8(c). With the addition of bu�er space,
energy consumption is consequently increased. �erefore
EDP is increased across all tra�c pa�erns and con�gurations.
It is worth noting that under hotspot tra�c pa�ern, EDP is
increased only ≈20% if resources are dedicated to the base
layer, as opposed to ≈31% if shared across the system.
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Figure 8: Simulation results with increased resources for varying tra�c patterns and XY routing algorithm.
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Figure 9: Simulation results of larger MCM-3D-NoC for varying tra�c patterns and routing algorithms.

6.3 Scalability Analysis
A larger 4×16×16 MCM-3D-NoC with 4 3D chiplets on a 2×2
grid is simulated for scalability analysis. Simulations results
of the larger MCM-3D-NoC with various routing algorithms
under di�erent tra�c pa�erns are shown in Figure 9. �e
evaluation investigates the performance impact of having
fewer and bigger 3D chiplets on the MCM as opposed to the
previous evaluation of 9 3D chiplets.

�roughput: �roughput results are shown in Figure 9(a).
Similar to the smaller MCM-3D-NoC, under uniform random
tra�c, throughput is higher with XY routing algorithm.
MCM-3D-NoC under 25% localized tra�c pa�ern, shows an
increase in throughput when utilizing partially-adaptive rou-
ting algorithms, achieving up to ≈27% throughput impro-
vement with the Chiplet-First West First routing algorithm.

�is improvement is a�ributed to the larger 3D chiplet size
and fewer 3D chiplets on the network, therefore lowering
congestion and improving throughput. �e MCM under ot-
her tra�c has similar throughput across routing algorithms.
�e 4 nodes that comprise the hotspot which resides on

the center of the network is split across one corner of each
3D chiplets, therefore MCM-3D-NoC using the Chiplet-First
routing algorithm has improved throughput of ≈15%.

Latency: Network latency evaluation is shown in Fi-
gure 9(b). Under uniform random tra�c, latency remains
within ≈3%, across all routing algorithms. An improvement
in latency of ≈4% can be seen on MCM-3D-NoC under 50%
localized and hotspot tra�c pa�ern.

Energy-delay product: Energy-delay product evalua-
tion is shown in Figure 9(c). Due to the similarity in latency,
EDP variance is within ≈4% across all tra�c pa�erns and
routing algorithms. MCM-3D-NoC under hotspot tra�c pat-
tern performs best with the Chiplet-First West First routing
algorithm.

7 CONCLUSIONS
�is work proposes a network interconnect for multi-die sy-
stems capable of linking multiple 3D chiplets with an active
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silicon interposer. �e active interposer acts as an intercon-
nect layer that allows for modular plug-and-play heteroge-
neous exascale architectures. To verify functionality and
performance, a SystemC MCM-3D-NoC simulator is evaluated
under various tra�c pa�erns and routing algorithms.

A custom “Chiplet-First” routing algorithm is implemen-
ted which improves network congestion on the base inter-
connect layer. Multiple routing algorithms are evaluated
and it is found that non-uniform tra�c pa�erns have an im-
provement in throughput up to ≈15%. In addition, resource
allocation analysis has concluded that over-provisioning the
base layer, improves throughput, latency and EDP up to
≈10%. Scalability analysis indicates that MCM-3D-NoC can be
adapted to multiple network con�gurations and 3D chiplet
sizes with minimal impact on performance.

�e bene�ts of MCM design, which include enhanced
scalability, modularity, and higher fabrication yields, go
beyond system-level performance metrics. In that regard,
MCM-3D-NoC is developed to provide a thorough analysis and
evaluation of challenges and solutions in the MCM intercon-
nect network.
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