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1. INTRODUCTION

Important performance figures used to evalu-
ate interconnection infrastructures such as shared
busses and NoCs are latency, throughput and jitter.
NoC performance is a function of design choices con-
cerning switching mode, physical channel allocation
and arbitration policies, buffering strategy and routing
algorithms. 

Buffering strategies, routing algorithms and
arbitration policies are related to router structural
parameters. On the other hand, switching mode and
physical channel allocation reflect the way data trans-
mission occurs between routers.

Most NoC proposals employ layered stacks
similar to the OSI reference model of ISO [1] . The
three lower OSI protocol layers (physical, link and
network) are often implemented in hardware. The
physical protocol layer is responsible for providing the

electrical medium specifications to connect routers
among them or routers to processing elements (PEs).
The link protocol layer is responsible for the reliable
transport of packets from one router/PE pair to
another router/PE pair through a series of links while
applying control strategies like handshake or credit
based flow control. The network protocol layer is
responsible for path determination and logical
addressing (routing algorithms). The transport and
session protocol layers respond for end-to-end con-
nection, assembling and disassembling of messages,
and end-to-end error handling. The transport and ses-
sion protocol layers are not usually part of NoCs infra-
structures.

This work has two main objectives. The first
one is to discuss performance trade-offs for switching
modes and physical channel allocation policies. The
second objective is to propose increasing the number
of protocol layers addressed by NoC infrastructures,
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For almost a decade now, Network on Chip (NoC) concepts have evolved to provide an interesting
alternative to more traditional intrachip communication architectures (e.g. shared busses) for the
design of complex Systems on Chip (SoCs). A considerable number of NoC proposals are available,
focusing on different sets of optimization aspects, related to specific classes of applications. Each
such application employs a NoC as part of its underlying implementation infrastructure. Many of the
mentioned optimization aspects target results such as Quality of Service (QoS) achievement and/or
power consumption reduction. On the other hand, the use of NoCs brings about the solution of new
design problems, such to the choice of synchronization method to employ between NoC routers and
application modules mapping. Although the availability of NoC structures is already rather ample,
some design choices are at base of many, if not most, NoC proposals. These include the use of
wormhole packet switching and virtual channels. This work pledges against this practice. It discuss-
es trade-offs of using circuit or packet switching, arguing in favor the use of the former with fixed size
packets (cells). Quantitative data supports the argumentation. Also, the work proposes and justifies
replacing the use of virtual channels by replicated channels, based on the abundance of wires in
current and expected deep sub-micron technologies. Finally, the work proposes a transmission
method coupling the use of session layer structures to circuit switching to better support application
implementation.The main reported result is the availability of a router with reduced latency and area,
a communication architecture adapted for high-performance applications.

Index Terms: Networks on Chip, Switching Modes, Virtual Channels, Session Layer.

03-Carara-v3n1-AF  07.07.08  16:36  Page 23



A New Router Architecture for High-Performance Intrachip Networks
Carara, Calazans & Moraes

24 Journal Integrated Circuits and Systems 2008; v.3 / n.1:23-31

by adding to it a session protocol layer. This compris-
es the inclusion of concerns about managing several
simultaneous transmission sessions at router external
links. The ultimate goal is to improve the overall NoC
performance and utilization. Buffering strategies,
routing algorithms and arbitration policies are not fur-
ther discussed in this work.

The rest of this paper is organized as follows.
Section 2 discusses switching modes employed in
NoCs, assessing pro et contra arguments for circuit
and packet switching modes. Section 3 revises channel
multiplexing strategies for NoCs, discussing time divi-
sion multiplexing and spatial division multiplexing,
justifying the use of the last in current and future sub-
micron technologies. Section 4 contains the main
contribution of this work, the proposition of adding a
session protocol layer to NoC infrastructures, coupled
to the use of circuit switching. Section 5 presents
some experimental results supporting the paper claims
and Section 6 ends the paper, by presenting a set of
conclusions and directions or further work. 

2. SWITCHING MODES IN NOCS

Messages are data that have to be sent from a
sender to a receiver through a network. Messages can
be transformed into packets, by encapsulating all or
part of each message with network control informa-
tion. Alternatively, messages can be sent after a con-
nection establishment between the sender and the
receiver. This defines the two basic modes for message
transmission in networks, packet switching and circuit
switching, respectively.

Wormhole packet switching is the switching
mode most commonly employed in NoCs [2].
Packet-switched networks often allow for high aggre-
gate system bandwidth, as each packet can be distrib-
uted across a subset of network nodes at any given
instant [3]. However, such networks generally require
congestion control and packet processing, which
include the need for buffers to queue packets awaiting
the availability of routing resources. Correct buffer
sizing is a fundamental parameter to optimize NoC
performance. Small buffers increase network conges-
tion and large buffers increase area and latency over-
head. This switching mode supports well best-effort
(BE) services [4], being efficient for traffic with short
and frequent packets. HERMES [5], Xpipes [6],
MANGO [7] and SoCIN [8] are examples of NoCs
employing wormhole packet switching.

Another switching mode employed in NoCs is
circuit switching. It can provide guaranteed throughput
and latency bounds for individual packets, since an
exclusive path is allocated to data transfers between
source and target PEs. In addition, the buffering

requirement is typically a single register instead of a
FIFO buffer, since when the circuit is established the
NoC acts like a pipeline where each router acts as a
stage. The disadvantages of circuit switching are the
channel bandwidth underutilization when data is trans-
mitted at lower rates and the setup latency to establish
a circuit, which depends on the traffic in the path dur-
ing circuit establishment. This switching mode is more
efficient for traffics with long packets transmitted at
high rates, with requirements for throughput and
latency guarantees. Representative circuit-switching
NoCs are: PNoC [3], Æthereal [9], SoCBUS [10] and
Octagon [11]. Æthereal employs circuit switching only
for traffic with QoS requirements, while BE traffic uses
wormhole packet switching.

Table I summarizes the main advantageous and
inconvenient features of circuit switching and worm-
hole packet switching. 

This paper proposes the use of circuit switching
with fixed size packets, using the cell concept used e.g.
in ATM [12]. A cell is first buffered and then trans-
mitted to its target using circuit switching. The advan-
tages of using circuit switching with buffered cells are: 

1. A cell is sent to its destination if and only if
a path exists between source and target PEs,
avoiding network congestion; 

2. A cell is transmitted at the network rate, not
at the PE rate, improving channel bandwidth
allocation (burst transmission);

3. Buffering in routers is reduced, due to the
use of circuit-switching. 

Cells do not only bring advantages. One prob-
lem with them is that, due to burst transmission, the
source PE must have a buffer to store at least one cell,
which may increase packet latency.

A trade-off between the discussed switching
modes can be the strategy proposed in the Æthereal
[9] NoC, i. e. to combine the two switching modes,
with packet switching employed for BE traffic while
the cell-based circuit switching deals with QoS traffic.

Table I. Advantages and disadvantages of NoC switching modes.

Features →                  
Advantageous InconvenientSwitching Mode

Circuit - Guaranteed - Static path
Switching throughput and reservation and

latency possibly wasted
- Single register bandwidth 

instead of FIFO 
buffers

Wormhole - Shared NoC - Under heavy
Packet resources, enabling traffic, flits may
Switching to distributes multiple block an important 

flows simultaneously number of routers 
along routers - Wasted bandwidth

when the traffic  
initiator rate is 
slower than the
channel rate
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3. ROUTER CHANNEL MULTIPLEXING

Most NoCs can be modeled as a graph G = <R,
L>, where the vertex set R is a set of routers, and the
edge set L represents its bidirectional communication
links. Each link normally represents two unidirection-
al channels in opposite directions, enabling the com-
munication between neighbor routers. Channels can
be multiplexed, allowing the use of a same channel by
different flows in the same direction, improving the
NoC performance. NoC literature describes the use of
time and spatial division multiplexing techniques. 

Time division multiplexing (TDM) is the shar-
ing of physical channels in time, dividing these into
logical channels (also called virtual channels or VCs)
[13]. In this scheme, at each side of a physical chan-
nel, multiple data sources and data sinks area available
to be connected through the channel. Each data
source connected to a data sink through the channel
at any given moment constitutes a logical channel or a
VC. Time is usually partitioned into equally-sized
periods called time-slots. During a time-slot, the avail-
able bandwidth is exclusively dedicated to a given log-
ical channel. A given packet may need several time
slots to be transmitted through a logical channel, and
these time slots may be interspersed with time slots
used by other packets flowing in different logical
channels. TDM reduces NoC overall congestion, and
consequently improves NoC performance. The inser-
tion of VCs also allows the use of special policies to
reserve time slots for certain flows, i. e. bandwidth
reservation, enabling QoS support. However, separate
buffers are required for each VC, and a time slot table
is required to store VCs allocation. Such table is
required when a priority scheme is employed to guar-
antee QoS. The additional buffers and the time slot
table increase the dissipated power and the silicon area
[14]. Æthereal [9] and Nostrum [15] are two early
NoCs that suggested the use of VCs.

Figure 1 illustrates a typical TDM router archi-
tecture. The main router components are: (i) a switch
control, responsible for arbitration and routing; (ii) a
crossbar, to connect the input ports to the output
ports; (iii) input FIFO buffers, for temporary flit stor-
age. It is important to observe in this Figure the pres-
ence of de-multiplexers at the input ports, and multi-
plexers at the output ports, which may significantly
increase the router area.

In current technologies, a phit1 size equal to 32
or 64 bits underutilizes the amount of wires that can
be implemented to connect neighbor routers.
Consider for example a SoC region as depicted in
Figure 2, using a 90 nm technology, with 140 nm

wire pitch and 0.1 mm2 router area [16]. Even con-
sidering the use of only one metal layer, each router
could be connected to its neighbor using up to 2258
wires. Such a scenario clearly favors the use of some
kind of spatial multiplexing, instead of TDM.

Early NoC designs that pledge spatial multiplex-
ing may employ either spatial division multiplexing
(SDM) [14] or lane division multiplexing (LDM) [17].

Leroy et al. [14] proposed to divide a physical
channel in groups of wires. The number of wires
assigned to each flow is a function of its required
bandwidth. This method allocates each subset of wires
for the whole connection lifetime (as in circuit switch-
ing). Data must be serialized and de-serialized at the
source and target PEs, respectively. Results presented
in this work, using as a case-study a video application,
show a gain of 8% on energy consumption and 24%
router area reduction, compared to a TDM router
implementation. However, SDM increases the critical
path by 37%.

Figure 1. Basic structure of a router with virtual channels using
TDM.

Figure 2. An example of a NoC-based SoC region, showing the
maximum number of wires connecting routers (R), in current
technologies. It assumes a 90 nm technology, with 140 nm wire
pitch and 0.1 mm2 routers.

1 A phit is the smallest piece of data sent through a physical channel in a NoC. Usually it corresponds to the width of the data signal between two routers,
or between a router and a PE.
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In a similar work, Wolkotte et al. [17] pro-
posed the Lane Division Multiplexing (LDM) tech-
nique, also employing circuit switching. Differently
from [14], this work divides each channel into fixed
size lanes. Results presented by the Authors compar-
ing the circuit switching LDM router to two packet
switching routers display lower power consumption,
a smaller chip area and higher maximum throughput.
The disadvantages of LDM are the lack of flexibility
in router design (fixed lane size) and no support for
BE traffic.

SDM and LDM allocate wires for a given flow
depending on the required bandwidth, requiring con-
trol circuitry and serialization and de-serialization
modules. This may incur in area, latency and power
overheads comparable to using VCs coupled to TDM.
Given the abundance of area available for wiring
between routers, this paper proposes a router archi-
tecture that simply replicates physical channels in all
directions (N, S, E, W, Local), avoiding the extra cir-
cuitry of VC+TDM, SDM or LDM.

Figure 3 illustrates the basic structure of a
router architecture employing replicated physical
channels (RC).

Note in Figure 3 the suppression of de-multi-
plexers and multiplexers (compared to Figure 1),
which significantly reduces router area, as will be
shown in Section 5. The switch control complexity in
both approaches is similar, since its main function is to
control the internal crossbar. The input buffers in
both approaches have the same size, requiring the
same amount of silicon area.

The replicated channels approach doubles the
router bandwidth, when compared to the same num-
ber of virtual channels. Also, as can observed in Figure
3, the Local port may receive n distinct flows, where

n is the replication degree. This feature allows con-
necting n PEs to the same router, thus reducing the
number of required routers and the total SoC area.

4. SESSION PROTOCOL LAYER

The reasoning behind the use of circuit switch-
ing coupled with a session protocol layer resides in the
fact that NoC links always display a much higher
bandwidth than individual application rates. Consider,
for example, a 16-bit 200 MHz router: the available
bandwidth per channel is 3.2 Gbps. In contrast, the
rate of an application requiring a large amount of
bandwidth, such as an HDTV stream (MPEG2), is 15
Mbps.

This paper proposes a transmission method
that is able to adapt application rates and NoC physi-
cal channel rates. This is achieved by first packing data
in a source buffer at the output of the source traffic
generator, and then transmitting the packet to the
NoC in burst. Figure 4 illustrates an application pro-
ducing data with a rate inferior to the NoC link rate,
and the corresponding packaging before transmission
to the NoC. Here, fixed size packets (cells) are adopt-
ed. This simplifies buffer sizing and session manage-
ment. This source buffer ensures that each data trans-
mission (a cell) occurs at the channel rate, avoiding
idle time between flits, maximizing the use of channel
bandwidth. Interleaving cells from several data flows
can then be used to maximize NoC utilization.

Data can be transmitted using connection (cir-
cuit switching) or connectionless methods (wormhole
packet switching). With wormhole packet switching,
cells may be blocked inside the network, increasing
the latency. The major benefit on using cells occurs
when circuit switching is associated to the use of a ses-
sion protocol layer. The explanation of the proposed
method requires some definitions provided next.

Definition 1: Physical connection - Corresponds
to the establishment of a circuit between the source
and target PEs, for each cell of a message. This defines
a fixed path for all cells of a message between source
and target PEs.

Definition 2: Session - Corresponds to the
reservation of one of the Local Ports at the target
router (target PE) for all cells coming from the source
PE. The session is established by the first cell of the

Figure 3. Basic structure of a router with replicated physical
channels.

Figure 4. Data packaging in cells, for coupling application and
NoC transmission rates.
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message, being released after the last cell of the mes-
sage is received. This reservation is necessary to avoid
the interleaved reception of cells belonging to differ-
ent source PEs at the same port.

For each cell, a control packet establishes the
physical connection. This packet traverses the NoC
using BE wormhole packet switching. As successive
routers forward the control packet, the physical con-
nection resources are allocated. The cell position
inside the message is indicated by the control packet
and can be one of: (i) first cell; (ii) middle cell(s); (iii)
last/single cell. A control packet is composed by two
flits, each divided in two fields as Figure 5 depicts, for
an 8-bit flit size and 5-bit network addresses. The net-
work address is composed by router (bits 3-0) and
local port addresses (bit 4).

When the control packet reaches the target
PE, this router back propagates an acknowledge sig-
nal (ACK), starting the circuit set up definition.
After the back propagated signal reaches the source
PE, the connection is established. Then, the cell is
transmitted, one flit per clock cycle per hop, using
circuit switching. A physical connection is broken
when the last flit of the cell is transmitted, using a
sideband signal named EOP2. Note that control
packets may find congestion, increasing the time to
set up the circuit.

A session may be established when the control
packet of the first cell of a message arrives at the tar-
get PE, requiring a physical connection. If the local
port at the target PE is not reserved, the first acknowl-
edge signal sets up both the physical connection and
the session. If a session is already established at the tar-
get PE, a non-acknowledge signal is back propagated
to the source PE indicating that, even if a path exists
in the network, the target PE is already receiving data
from another PE. The non-acknowledge signal releas-
es all reserved resources between the source and tar-
get PEs. If no session is available, the source PE tries
to set up a new session after a certain time (in this
implementation, a time proportional to the duration
of a cell transmission). The session remains active up

to the last cell of the message. Figure 6 illustrates the
method to transmit messages of any size (e.g. video
frames, Ethernet packets, cache blocks).

The protocol comprises three steps:
1. Store data in the source buffer and require a

session establishment through a physical
connection procedure.

2. Transmit all remaining cells except the last
one through physical connections (one per
cell), using the active session.

3. Transmit the last cell through a physical con-
nection, closing the active session.

The use of circuit switching, coupled with a ses-
sion protocol layer improves network performance,
because all cells are sent at the network rate. Resource
reservation during circuit switching does not reduce
performance, since the cell is already stored in the
source buffer.

A bottleneck of the proposed approach arises
when multiple sources try to simultaneously send
messages to the same target PE. This happens, e.g.,
for a shared memory in an MPSoC. The solution to
this problem is to include in the target PE multiple
session buffers. Each session buffer stores message
cells from a unique source. They are placed outside
the NoC (at the PE side), in the network interface
or inside the PE. Figure 7 illustrates the placement
of source and target session buffers. Using session
buffers, the target PE may concurrently receive k
messages, being k the number of session buffers. The
session buffers must be sized to store at least one
complete message (for example, an Ethernet packet
or a cache block).

Figure 5. An example of a control packet structure for the pro-
posed router, assuming 8-bit flits and 5-bit network addresses. Figure 6. Basic protocol to transmit multi-cell messages.

2 The EOP (end of packet) signal enables the use of variable size packets. An exceptionally sized cell in the approach described is the last cell of a mes-
sage, which can be smaller than the cell size.
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Multiple simultaneous sessions require session
tables inside the routers or PE wrappers. A session
table associates an established session (session buffer)
with a source PE. Whenever the control packet reach-
es a target router, the session table is consulted. If
there is an established session associated to the source
PE indicated in the control packet or a free session, an
acknowledge signal is back propagated. Otherwise a
non-acknowledge signal is sent back. Only routers
that need supporting simultaneous sessions (session
buffers) have session tables.

5. RESULTS

A NoC implementation applying the proposed
methods is available, and the results of evaluating it
are the object of this Section. This NoC implements
the methods directly in RTL VHDL, and derives its
structure from the HERMES NoC [5] infrastructure.
Performance figures like latency, throughput and total
time to deliver messages derive from the use of RTL
simulation.

A. Virtual Channels X Replicated Channels

This Section compares the architectures pre-
sented in Figure 1, virtual channels using TDM and
Figure 3, replicated channels. Table II presents the
common features of both architectures. This experi-
ment evaluates only multiplexing strategies, without
employing circuit switching.

Input buffers have the same size in both archi-
tectures. The virtual channel architecture has 16-flit
deep buffers for each logical channel. The replicated
channel architecture has 16-flit deep buffers for each
physical channel.

The goal of using virtual or replicated channels
is reducing congestion when different flows compete
for the same path inside the network. Figure 8 illus-
trates the traffic scenario used to evaluate latency and
throughput. This scenario is justified by the amount
of concurrent flows in the same channel. Lines indi-
cate the path taken by packets from source to target
routers. Ellipses highlight channels where two flows
compete for a link.

Each source-target pair in Figure 8 transmits
500 257-flit packets (2 header flits and 255 payload
flits). Packets enter the network at the channel rate.

Table III presents the average latency to trans-
mit one packet and the average throughput per pack-
et. The latency values include the network latency,
proportional to the number of hops, and the packet
latency, proportional to the packet size. This latency is
computed as the time elapsed, in clock cycles, between
the first packet flit injection in the source router and
the reception of the last packet flit at the target router
local port. The throughput is relative to the channel
bandwidth (%). It is defined as the ratio between the
packet size (257 bytes) and the time elapsed (clock
cycles) between the reception (target router) of the
first and last packet flit, multiplied by 100.

It is clear from these results that replicated
channels reduce latency by 47.3% in average, and dou-
bles the throughput, when compared to virtual chan-
nels. This is an expected result, since the internal NoC
bandwidth doubles. Without congestion, both
approaches have equal latency.

Table IV presents area consumption for FPGA
mapping. For a single router (5-port router columns),
a 12% area reduction is observed when using the repli-
cated channels approach. For a 4x4 NoC the area
reduction is 15%.

Figure 7. Buffers included in the PE wrappers when allowing mul-
tiple sessions per PE.

Figure 8. Spatial traffic distribution for latency evaluation when
comparing VC and RC architectures.

Table II. Common features for VC and RC architectures.

Flit/phit size 8 bits
Flow control credit based
NoC topology mesh 4x4
Routing algorithm deterministic XY
Switching mode packet switching/wormhole
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Table V presents area consumption data for
ASIC mapping (0.35 µm ASIC library), considering
the number of equivalent gates and a macro-cell
“16x16 bits memory blocks” to implement the
buffers (5 per router). For the single router and the
4x4 NoC, a 4% and 6.4% area reduction is observed
when using the replicated channels approach.

The observed area reduction obtained with the
physical channel replication approach instead of mul-
tiplexing is due to the elimination of input demulti-
plexers, output multiplexers and TDM logic responsi-
ble for its control (see Figure 1). The area gains
obtained in FPGA are higher because the multiplexers
are implemented using LUTs, while in ASIC they are
implemented using logic gates.

B. Session Protocol Layer Evaluation

The next experiments evaluate the benefits of
adding a session protocol layer over circuit switching.
The NoC has the same features presented in Table II,
except for the switching mode, which is now circuit
switching. Input buffers has 16-flit deep. Single links
connect routers, with neither VCs nor RCs.

The cell size is a fundamental parameter in the
proposed transmission method. Figure 9 depicts the
traffic scenario used to evaluate the NoC perform-
ance as a function of the cell size for different injec-
tion rates. All flows compete with at least another
flow for the same resources. All six traffic initiators
(represented as shaded squares) send one 1280-byte

message. The initiators PE00 and PE10 start trans-
mitting first, inducing blocking situations for the
remaining initiators.

As explained before, the goal of using circuit
switching coupled with session protocol layer is to
reduce internal NoC resources reservation when PEs
are transmitting data at rates lower than the NoC rate.
The link rate is 400 Mbps, deriving from a NoC fre-
quency of 50 MHz and a flit size of 8 bits. The rate of
traffic initiators varies from 66.4 Mbps, obtained from
an injection rate of 16.6 % to 160 Mbps, derived from
a 40% injection rate.

Figure 10 illustrates the number of clock cycles
to transmit all messages as a function of the cell size
(CS) for different injection rates (IR). The obtained
results correspond to the traffic scenario of Figure 9,
where flows compete for the same links. 

For lower injection rates (16.6% and 20%) the
time spent transmitting messages increases linearly
with the cell size. The idle time between cells in lower
injection rates favors the sharing among flows in the
same link and reduces the impact of circuit switching

Table III. Average latency (LT) and throughput (TH) values, for
Virtual Channels (VC) and Replicated Channels (RC).

Source Target VC -LT VC-TH RC-LT RC-TH
02 21 580 50,8% 305 100%
12 23 546 51,2% 290 100%
33 22 556 51,8% 302 100%
23 20 570 51,2% 290 100%

Table IV. Area results for Virtual Channels (VC) and Replicated
Channels (RC), targeting a Xilinx Virtex2 family XC2VP30 FPGA.

Resource     5-port router   4 x 4 mesh Noc  Available
VC RC VC RC

Slices 861 758 10538 8904 13696
LUTs 1722 1515 21075 17808 27392
Flip Flops 455 398 5866 5057 29060

Table V. Area results for Virtual Channels (VC) and Replicated
Channels (RC), targeting a 0.35 µm ASIC library.

Resource     5 ports router      4 x 4 mesh Noc   
VC RC VC RC

Equivalent gates 6709 6416 83952 78759
16x16 bits memory 

5 5 64 64blocks

Figure 9. Spatial traffic distribution used to evaluate the NoC per-
formance in function of the cell size.

Figure 10. Performance as a function of the cell size for different
injection rates.
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connection establishment time. The linear growth
observed in latency for these injection rates is due to
the increase in time for resource allocation by flows
using bigger cells, which increases network conges-
tion. 

The connection establishment time at higher
injection rates (33.2% and 40%) penalizes smaller cell
sizes. At high injection rates, small cells are complete-
ly stored in the source buffer faster. As soon as a cell
is transmitted, there is another cell stored and ready to
be transmitted. The control packets used to establish
the physical connection are more frequent and this
increases network congestion. Hence, connection
establishment time becomes larger than the time to
transmit the cell itself. For example, the time spent to
connect two routers for a 3-hop path is 25 clock
cycles, if there is no contention. Transmitting a 32-flit
cell requires 32 clock cycles. Consequently, each small
cell has its latency doubled due to the connection
establishment activity. As cell size grows, these are
completely stored in the slower source buffer and the
control packets are less frequents. However, for larger
cells the link bandwidth is dominated by one flow,
increasing again the time to transmit the messages. At
an intermediate injection rate like 25%, using small
cells (32 and 34 flits) leads to a behavior similar to
that observed at high injection rates, while using larg-
er cells produces a behavior similar to that seen at low
injection rates.

This experiment points to an intermediate cell
size as best compromise, say 128 flits. Smaller cells
penalize performance at high injection rates, due to
connection establishment time and bigger cells
increase congestion inside the NoC for all injection
rates.

The previous experiment employed only one
session per PE, since all sources have different targets.
The next experiment exploits multiple sessions and
compares the proposed transmission method against
transmission using only circuit switching. Figure 11
illustrates the traffic scenario used to evaluate the
NoC performance as a function of the number of
simultaneous sessions. Source PEs generate data at a
20% injection rate and store it in the source buffer.
Here, PE00, PE10, PE20 and PE30 transmit each a
set of 50 1280-byte messages concurrently, each mes-
sage being divided into 10 128-byte cells. All mes-
sages have PE03 as target. Besides having the same
target PE, conflicts occur also in internal links. In the
transmission using only circuit switching, as soon the
first message flit is stored in the source buffer, the PE
tries to establish a physical connection with the tar-
get. This physical connection allocates the resources
until the end of the complete message transmission
(1280 bytes). The last message flit releases the
resources.

Table VI presents the average message
throughput relative to the local port bandwidth, and
the total time for PEs to transmit all messages, in clock
cycles. Throughput is defined as the ratio between the
message size (1280 bytes) and the time elapsed in
clock cycles between the reception at the target PE of
the first control packet (i.e. physical connection estab-
lishment) and the recepetion of the last message flit,
multiplied by 100.

In the transmission using only circuit switch-
ing (CS column), PE00 establishes the physical con-
nection before the other PEs. Since it has few mes-
sage flits stored when the connection is established,
the message is transmitted as data is generated.
Hence, the average message throughput is close to
generation data rate (20%). While PE00 transmits in
a lower rate than the NoC link bandwidth, others PEs
store the message in the source buffer. When anoth-
er PEs establishes a physical connection, the message
is almost completely stored and is transmitted in
burst. Hence, the average message throughput is
close to 100%. 

Using the proposed transmission method with
simultaneous sessions (2, 3 and 4), the NoC resources
are maximized and efficiently shared by the flows. The
average message throughput becomes close to the

Figure 11. Spatial traffic distribution used to evaluate the NoC
performance in function of the number of sessions.

Table VI. Average message throughput and total transmission
time (clock cycles). CS = Circuit Switching.

CS with Simultaneous 
Source Target CS            Sessions           

2 3 4 
PE00 PE03 25% 40% 22% 21%
PE10 PE03 99% 48% 35% 21%
PE20 PE03 98% 36% 29% 21%
PE30 PE03 98% 60% 36% 28%

Total transmission time 454517 384185 356500 341048
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generation data rate and the total transmission time
reduces as the number of simultaneous session
increases. Four simultaneous sessions present a 25%
performance gain when compared to CS used alone.

If there is only one session per PE, the target
PE does not require a buffer session. However, the
cost to add simultaneous sessions is one source buffer
per session, each sized to the longest possible mes-
sage size.

In a NoC design, only few PEs are expected to
receive simultaneous sessions. For example, in an
MPSoC, shared memories may receive simultaneous
write messages, or a communication PE may also
receive simultaneous Ethernet packets to transmit to
the external circuitry. In such situations, simultaneous
sessions are a solution to reduce hot spots, and the
overall latency.

6. CONCLUSIONS AND FUTURE WORK

This paper proposed methods to increase the
overall performance of NoC routers. Results show sig-
nificant performance gains, demonstrating the effec-
tiveness of the propositions, even with higher injec-
tion rates and flows competing for the same physical
channel. Both replicated channels and circuit switch-
ing achieve latency reduction through congestion
reduction. Replicated channels increase router band-
width, whereas circuit switching coupled with a ses-
sion protocol layer maximizes the physical channel
utilization. 

Channel replication relies on abundance of
routing area in deep sub-micron technologies. The
method reduces both latency and circuit area, and it is
an advantageous alternative to the use of virtual chan-
nels for most situations. 

A session protocol layer shares the physical
channels similarly to virtual channels. The main differ-
ence relies in the abstraction level. Virtual channels
share the physical channels at the packet level, while a
session layer shares the physical channels at the flow
level. This technique can also be used to reduce hot
spots, since it allows PEs to handle several simultane-
ous connections. 

Future works include evaluating NoCs employ-
ing replicated channels together with session layers
and the analytical definition of the cell size as a func-
tion of message sizes and input rates.
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